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Artificial intelligence (AI) is the simulation of human 
intelligence processes by machines, including 
learning (the acquisition of information and rules 
for using the information), reasoning (using rules 
to reach approximate or definite conclusions), and 
self-correction. AI promises substantial benefits 
to businesses and organizations. Organizations 
that develop and commercialize AI will likely have 
significant advantages in an increasingly digital world. 
AI technologies can improve operations, enhance 
productivity, and ultimately increase their bottom line.

At the same time, AI applications can pose potentially significant risks for 
businesses and industry sectors:

• AI-enabled automation threatens to disrupt labour markets
and employment;

• Predictive analytics in finance, education, policing and other sectors can
reinforce racial, gender and class biases; and

• Data used in AI development and applications are often collected
in ways that may violate privacy laws or compromise the accuracy
of AI outcomes.

Furthermore, a number of sectors and industries exploring the adoption 
of AI technologies often have no prior experience with data or data-driven 
technologies.  As both public and private entities contemplate the various 
implications of AI in the context of their activities, there are a number of 
considerations and best practices to keep top of mind.  Among these are:

• Algorithmic transparency: Many AI techniques are “black box”
models, meaning it is difficult to relate the input data and variables to
the outcome. This is a major disadvantage, as it is difficult to explain
to stakeholders, including regulators, how the outcome was actually
achieved. For instance, where the AI is used to make a decision (e.g.,
extend credit or not, hire someone or not), a “black box” model does
not allow an organization to defend itself against allegations of bias or
demonstrate why the model is accurate. Using a more transparent model
provides significant advantages, including the ability to demonstrate
to stakeholders that the model is accurate. In addition, a well-trained,
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transparent model is often easier to implement, and 
requires less computing power and, perhaps, even 
less data to train than black box models

• Documentation: It is vital to document all stages
of the AI process, as data science is not an exact
art, and any two data scientists will take different
approaches to the same problem due to their
differing experience and knowledge. Proper
documentation helps ensure seamless transitions
between those working on a given project, as well as
provides for higher quality peer review.

• Verification of data quantity and quality:
A minimum quantity of data is required to achieve
statistical significance at certain confidence intervals,
but too much data can create “analysis paralysis.”
Laying out a clear plan at the beginning of data
projects will help avoid work that is ultimately
not useful. In addition, poor-quality data will only
lead to serious errors. Investing time and effort to
understand the data properly at the outset – verifying
the source, checking missing values, identifying
biases, and noting any anomalies – is likely to pay
dividends in the form of better quality and more
targeted results.

• Fostering a data culture: A business should
not tackle a data project in isolation. Executive
engagement and corporate communication are
essential to determine the problems that require
solving, set out the metrics that define a project’s
success, and manage stakeholder expectations.
Data scientists, business people and staff need
to communicate to understand the challenges of
working with data, and what is possible and what
is not.

• Ascertaining copyright: Before using data, confirm
that you have the necessary rights. If a third-party
service provider generated the analysis based on
your core samples or other property belonging to
you, be sure to check the intellectual property clause
in your contract. In the case of public sources, check
the terms of service for the database, or the website
from which the data was obtained to see what is and
is not permitted.

• Respecting confidentiality: If the data was
obtained from a third party, or created in partnership
with another company, such as in the context of
an option agreement or a joint venture, review your
contractual arrangements to confirm whether they
require the other party’s consent before giving
access to an outside AI service provider.

• Allocating responsibility for analysis:  If the
results of the analysis are not up to par, it is important
to know who is responsible for making it right. When
signing a contract for AI services, responsibility for
each part of the job—selecting the data, preparing it
for analysis, interpreting the results, and so on—has
to be clearly stated. That way, once the source of
the problem has been identified, it will be easier to
determine who has the burden of addressing it.

• Training employees: Ensure that you properly train
your staff. They need to understand the software’s
functionality and limitations to use it properly.

• Solving the right problem: Once you have seen AI
in action, it can be easy to view data as the answer
to all of your business challenges. Avoid the trap of
throwing data science at every problem. Sometimes
the simplest, non-data solution is actually the right
one. Data science is best used under certain specific
conditions, such as abundant data, repetitive and
measurable processes that can be observed over
time, and a real problem that makes a real difference
to the end user or business partner.
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• Regular re-evaluation: The process of deriving
benefits from AI does not end when an insight is
generated, or a predictive model is built. It is essential
to check accuracy against real-world results.
Discrepancies can occur for a multitude of reasons:
initial conditions could vary from the original data, or
a key variable may have been omitted unknowingly
from the original analysis. In some cases, the very
fact of measuring and predicting can change the
outcomes (very common when making predictions
about human behaviour). Constant monitoring is
vital to ensuring the work remains relevant, useful
and accurate.

The use, value and application of AI will differ by sector 
or industry, but there are also key commonalities. Many 
sectors and industries will face opportunities and 
challenges, including difficulty gathering consistently 
high-quality data to develop models; industry culture 
resisting the adoption of AI; reluctance to invest in AI 
because initial adoption often involves impacts to daily 
operations and does not yield immediate returns for 
shareholders; and the high cost of integrating new or 
upgrading existing technology. Some sectors, such 
as the mining sector, will generally not be interested 
in data sets that contain personal information, and as 
a result, are free from many of the privacy concerns 
and restrictions facing companies in other sectors 
such as retail where certain data containing personal 
information is highly valuable. AI is becoming a 
powerful tool for analyzing data in operations, ranging 
from managing transport and logistics, to human 
resources and supply chain management. AI can 
identify patterns that are useful in reducing expenses, 
optimizing resources, reducing waste, improving 
planning, and increasing return on investment. In 
short, AI can enable companies of all types to become 
insight-driven enterprises.Organizations 

that develop and 
commercialize AI will 
likely have significant 
advantages in an 
increasingly digital world.

A version of this article also appears in the Dentons 
Data Summit 2019 Whitepaper. The full Data Summit 
report is available at https://www.dentons.com/en/
insights/guides-reports-and-whitepapers/2019/
november/29/dentons-data-summit-2019-
whitepaper 
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